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Recap(1)

• On simple linear regression, we learned 

– estimation methods

– Gauss-Markov theorem

– Goodness of fit

– Interpretation

– Incorporating non-linearities (log and exponential 

forms)
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Significance of parameters

• The t-test

• 𝑡 statistic for መ𝛽j :

• Null hypothesis

• Alternate hypothesis

– H1: bj > 0 and H1: bj < 0 are one-sided

– H1: bj  0 is a two-sided
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One-sided alternative

yi =  b0 +  b1xi1  + … + bkxik + ui

H0: bj = 0                       H1: bj > 0

c0

a(1 - a)

Fail to reject

reject
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Two-sided alternative

yi =  b0 +  b1Xi1  + … + bkXik + ui

H0: bj = 0                       H1: bj  0

c0

a/2(1 - a)

-c

a/2

reject reject

fail to reject
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Confidence interval of parameter 

estimate

• Confidence interval using the same critical 

value as was used for a two-sided test

• A (1 - a) % confidence interval is defined as
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Computing p-value for t-tests 

• Question: 

– “what is the smallest significance level at which 

the null would be rejected?”

• Compute the t statistic, and then look up what 

percentile it is in the appropriate t

distribution – this is the p-value

• Example 

– If p-value is less than 0.05 then the parameter is 

significant at 95% level of confidence

–
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Confidence interval of mean 

response
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Prediction interval of new 

response
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Prediction and confidence 

interval
• Prediction interval is larger than confidence 

interval
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Regression Passing through Origin

• Regression equation becomes:

• Using  OLS:

• First order conditions:

• Parameter estimate:  
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Regression Passing through Origin

• R-square becomes

• This term can be negative

• Means, using simple averages to predict y is 

better than using regression equation passing 

through origin



13

Regression of a constant

• No need to have x (no variability)

• Intercept itself is mean of y

• No parameter estimates needed


